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Belief Dependent POMDP
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Candidate action sequences
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Belief-dependent rewards
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Existing Approaches and the gap
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Information-theoretic payoff    
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Contributions of this work
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• We utilize our Probabilistically Constrained POMDP in the context of 
information-theoretic constraint;

• Maximize Value at Risk adaptively;
• We rigorously derive a theory of the simplification.



Our Probabilistic Belief Dependent Constraint

7

Information 



Probabilistic constraint sample approximation
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Probabilistic constraints, the bounds
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Cheaper to calculate           lacesExpensive to calculate       laces 



Partial Results – Optimality under PC  
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active SLAM:  20%  speedup



Partial Results – Maximal Feasible Return
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Sensor Deployment:  sometimes 80%  speedup



Summary

• We utilized our Probabilistically Constrained POMDP in the context of information-theoretic 
constraint;

• We provided the mechanism to stop exploration and accept profitable or discard unprofitable 
candidate action sequences early;

• We Maximized Value at Risk adaptively;
• We formulated simplification for the PC.
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Thank you for your attention!


